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m “Superposition” idea:
P4 4(t) = a™P4(t)+b™P(t)
s.t. at+b=1.




from stah#i :
WHAM %C

dea:
b*P,(t)

The density of states is related to the histogram by

,\>”

g

W(S) = Na(S)m, explfy — KnS] (1)

For a set of values { K,,|n = 1, R}, these can be recombined as

R
=3 Pu(S)Nu(S)n;* explfn — K] (2)
n=1
with
R
> Pa($) =1 (3)

Inserting the actual histograms from W(S) above, and minimize the error, obtain

nng;l exp[KnS - fn]
Zfa=l nmg;11 exp[KmS - fm]

pn(S) =
Define:
P(S,K) = W(S)exp[KS] (5)

And finally the essential multiple-histogram equations are obtained as

Y1 g7 No(S) exp[ K S]
Zf;:] nmgm, exp[KmS - fm]

P(S,K) =



Part Il — Yeast functional
classes

One seeks to determine the network of interacting proteins, the “interactome”, b
choosing one protein and hypothesizing that if it were in a multi-protein complex, it

would have 4—5 interacting in-membrane neighbors.

Figure 1. Proteins interacting in a trans-membrane protein complex, the dystrophin-

glycoprotein complex from (Ervasti, 1991).




Classes

Metabolism
Energy
Cell cycle and DNA processing
Transcription
Protein synthesis
Protein fate
Cellular transportation and transportation mechanism
Cell rescue. defense and virulence
9 Interaction with cell environment
10 Cell fate
11 Control of cell organization
12 Transport facilitation
Others

YPD data

L = L

Table 1. The first 12 YPD functional classes plus a container class.

A generic weighting function i1s:
Total weight = A*metabolism + B*energy + C*DNA processing

+ D*transcription + ...

euristic methods for the solution of equations of the form:

FO)=A*g()+B*h()+ C*i()+ D* j()+[E*k()+ F*1() |+ ...

for constants 4, B, C, D, .... A variety of heuristic methods for finding solutions of
marginally 1ll-posed problems may be referenced in Michalewicz et al. (2000).



Protein index no. g h 1

1 True 0.8 0.7 0.4

2 False 0.5 0.7 0.5

3 True 0.28 0.6 0.6 [ M
10 False 0.3 0.3 0.4

Table 2. Matrix representation used for the YPD. Column frepresents the true or false
classification annotation and columns g, 4, i, ... represent decimal scores for the

functional classes.
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Attributized Bayesian Choice
Modeling

L~ rZ o) N N\ 1)

Aj = oy, o, L),

where @&y, @ are the scores on the N atributes for item &

T.J - ‘Bul! BJZ" M ] BJ.\-;'.‘
where By, ..., By 2re user u's weights on N auribures.




Document Universe. Let (2 be the document universe, L. e, the set of all documents known to

the IR system:
Q={D |ieNL (1.1)
e o ‘ N is the set of natural numbers,

Document Set. Let § be the document et i e. those n documents that form the input to the

clustering process:
1 S={D. D ..., D, <o (1.2)
Note: For many-—but not all-—-applications S equals (.

Feature Set, Let
F={fi.fas.ces fn}. (L.3)

with F a set of m features and f, an individual feature i. Each feature stands for a concrete
or abstract document property.

Document Vector. Let
dl = {dil-dlﬂ----.dun)- l:l'l)

with d, the decument vector of document 1), in an m-dimensional feature space . The
jth component of d, (written as d,;) corresponds to the value or strength of feature f, in
document I),. d,; is usually a non-negative real number:

d, €R;. (1.5)

Document Feature Matrix. Let
dy

(1.6)
d,
with H the document feature matriz, defined by the individual vector representations d of

all 2 € §. The document feature matrix is usually the input to the clustering algorithm.

Document Vectorisation Function. Let v be a function which transforms a text document
into an m-dimensional vector representation in feature space F:

d; =7{D), with7:Q - R"™,
with R the set of real numbers.

Feature Transformation Function. Let ¢ be a function which transforms a document vec-
tor from one feature space (F)) into another (F2), sometimes making use of additional
information from the document feature matrix H:

d, = é(d;, H), with ¢:R™ R"™™ — R™". (1.8)

Document Frequency, Let

af(j, H) = X sgn(hy) . (1.9)

'

with the decument frequency df(j, i) the number of documents with a non-zero value for
feature f;.

'ring




Cluster. Let a cluster ', be an subset of S:

M th ¢ C 8. (1.10) -
rin
e O and let n; be the number of objects in cluster C: i

n, = |Cl. (1.11)

Z Cluster Solution. Let
C={0.0C20....,C |C;CS Wie ]l k] (1.12)

A cluster solution C is thus defined as a set of & clusters.

Cluster Algorithm, Let

C=x(H), with x:R""™ — P(8) (1.13)
and with x denoting the cluster algorithm, P(S) the power set of § and R the set of real
numbers.

Cluster Representative. Let
r = {"l'-"u’ ----- "u:'.)- (111)

with r, a representative vector for cluster ) in an m-dimensional feature space F.

Individual Cluster Criterion Function. An individual criterion function E{(’) measures
the quality of a single cluster:
E:PS)—R, (1.15)

with P(X) the power set of X and R the set of real numbers.

Overall Cluster Criterion Function., An overall eriterion funetion W(C) measures the qual-
ity of an entire cluster solution:

T :P(P(S)) —R, (1.16)
with P(P(S8)) the set of all possible cluster solutions.

Type and Token. Within documents it is common to refer to word fypes and word tokens. The
former refer abstractly to features in a document or a corpus, while the latter refer to indi-
vidual oceurrences. Formally speaking, the tokens of a document are & bag (which allows
multiple occurrences of the same element). The types are the get created by eliminating
all duplicates from the token bag,

Recall and Precision. In IR two widespread performance measures are defined by the set of
documents in a collection that are relevant to a particular query (A) and those documents
that are actually retrieved by the system (B):

Recoll (R) = ALQB, (1.17)
Precision (P) = A;B. (1.18)

Their weighted arithmetic mean, the so-called F-Measure is also used frequently (see Equa-
tionfor an example).
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We describe latent Dirichier allocation (LDA), a generative probabilistic model for collections of
discrete data such as text corpora. LDA is a three-level hicrarchical Bayesian model, in which cach
item of a collection is modeled as a finite mixture over an underlying set of topics. Each topic is, in
turn, modeled as an infinite mixture over an underlying sct of topic probabilitics. In the context of
text modeling, the topic probabilitics provide an explicit representation of a document. We present
efficient approximate inference technigues based on variational methods and an EM algorithm for
empirical Bayes parameter estimation. We report results in document modeling, text classification,
and collaborative filtering, comparing to a mixture of unigrams model and the probabilistic 1LS]
model.

Latent Dirichlet allocation (LDA) 1s a generative probabilistic model of a corpus. The basic idea is
that documents are represented as random mixtures over latent topics, where each topic is charac-
terized by a distribution over words.’

LDA assumes the following generative process for each document w in a corpus D:

1. Choose N ~ Poisson(g).
2. Choose 0 ~ Dirfa).
3. For each of the N words w,:

(a) Choose a topic z; ~ Mulunomial(0).
(b) Choose a word w,, from p(w, |z,,B), @ multinomial probability conditioned on the topic
Za-

Several simplifying assumptions are made in this basic model, some of which we remove 1n subse-
quent sections. First, the dimensionality & of the Dinchlet distribution (and thus the dimensionality
of the topic variable z) is assumed known and fixed. Second, the word probabilities are parameter-
ized by a & x V matrix B where B, = p(w/ = 1|z' = 1), which for now we treat as a fixed quantity
that is to be estimated. Finally, the Poisson assumption 1s not critical to anything that follows and
more realistic document length distributions can be used as needed. Furthermore, note that N 1s
independent of all the other data generating vanables (0 and z). It is thus an ancillary vanable and
we will generally ignore its randomness in the subsequent development.
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Figure 2: An example density on unigram distributions p(w|0,B) under LDA for three words and
four topics. The tnangle embedded in the x-y plane is the 2-D simplex representing all
possible multinomial distnbutions over three words. Each of the vertices of the trian-
gle corresponds to a deterministic distribution that assigns probability one to one of the
words; the midpoint of an edge gives probability 0.5 to two of the words; and the centroid
of the trangle 1s the uniform distribution over all three words. The four points marked
with an x are the locations of the multinomal distributions p(w z) for each of the four
topics, and the surface shown on top of the simplex s an example of a density over the
(V — 1)-simplex (multinomial distributions of words) given by LDA.
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“Arts”

NEW
FILM
SHOW
MUSIC
MOVIE
PLAY
MUSICAL
BEST
ACTOR
FIRST
YORK
OPERA
THEATER
ACTRESS
LOVE

Judgets”

MILLION
TAX
PROGRAM
BUDGET
BILLION
FEDERAL
YEAR
SPENDING
NEW
STATE
PLAN
MONEY
PROGRAMS
GOVERNMENT
CONGRESS

itent Dirichlet
on/Analysis (p3)

“Children™

CHILDREN
WOMEN
PEOPLE
CHILD
YEARS
FAMILIES
WORK
PARENTS
SAYS
FAMILY
WELFARE
MEN
PERCENT
CARE
LIFE

0/

]

“Education”™

L’

SCHOOL
STUDEN'TS
SCHOOLS
EDUCATION
TEACHERS
HIGH
PUBLIC
TEACHER
BENNETT
MANIGAT
NAMPHY
STATE
PRESIDENT
ELEMENTARY
HAITI
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w1!l

The William Randolph Hearst oundation
tan Opera Co., New York Philharmonic and Juilliard Sc.hool.
real opportunity to make a mark on the future of the performing arts wilh these crunts
every bit as important as our traditional areas of «
and the social sorvces

young arusu. and

Hearst o

the performing arts are tau&,hl. wnll get $250.000

undatic
Lincoln Center's share will be =200
de new public facilities.

ve $400 000

)
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ton o Lincoln Center, Metropoli-

upport in health, medical oo
0 Pressdent Randolph AL Hearst said Monday in
1000 for its new building.
The Metropolitan Opera Co. and
each. The Juilhard School,
The Hearst [ oundation

“Qur oo felt that we had a
an act

rch, education
which

where music and
. aleading supporter

the word 1s putatively generated.

of the Lincoln Center Consolidated Corporate ' oo will make ats usual conoal 5100000
donation, too.
Figure 8: An example article from the AP corpus. Each color codes a different factor from which 15



| Latent Dirichlet
ion/Analysis for proteins/genes/cancer
; targets/clinical data
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= Just as in previous slide, topics were clustered
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Cluster around drug type

- Cluster around drug-interaction type

- Cluster around phenotype/genotype
$4d 4 4}.-1 icture/sequence types

A

———

‘ ) \
N g p - :
LE

16




Selected references:

m  A. A. Cohen, et al. Response to a Drug Dynamic Proteomics of Individual Cancer Cells
in DOI: 10.1126/Science.1160165, 1511 (2008); 322

m  Ferrenberg AM, Swendsen RH. Optimized Monte-Carlo data-analysis Physical Review




